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1 Context and problem importance

Classification consists in predicting whether a given element belongs to a particular class. It is one of
the most common problems in machine learning due to the large amount of situations that can be
modeled as a classification problem. For instance, classification techniques have been successfully
applied to medecine to make diagnostic, finance to assess credit attribution, food indutstry to classify
products by quality. Among those fields, the legal domain is probably the least researched while
having a considerable impact on every citizen. Helping the justice system to make better decisions
would reduce cost and bias, thus giving a better access to a fair justice to every citizen. On top of that,
the industry recently gained interest in providing modern tools for the legal domain. Those firms,
known as LegalTech, grow at an impressive pace (25% growth a year for a market estimated at over 1
billion USD per year1).

Predicting justice decisions is challenging by itself, even for the best legal experts: for the Supreme
Court of the United States (SCOTUS), 58% accuracy has been reached, as reported in [29]. Using
crowds, the Fantasy Scotus2 project reached 84.85% correct predictions. No similar result exists in
Europe at the exception of a study on a small dataset [1].

The legal environment is a messy concept [28] that intrinsically poses a certain number of difficulties
to analyze: grey areas of interpretation, many exceptions, non-stationarity, deductive and inductive
reasoning, non-classical logic, to name few. Statistical models often act as black-boxes which is
redhibitory for practical applications. In other words, the legal domain combines some of the most
challenging elements of today’s machine learning research.

Beside the scope of classification, the main obstacle for a wider adoption of machine learning
solutions by companies and institutions is the expertise required to obtain satisfying results: many
companies have a large amounts of data but they lack employees with adequate knowledge of data
science and machine learning. A machine learning application can be summarized by the workflow
described by Figure 1:

1. Data Collection: some raw data must be collected, possibly from different sources. The
quality of machine learning models is bounded by the quality of the data.

2. Data Pipeline: the data scientist creates a data pipeline, i. e., a sequence of operations to
transform and preprocess data such that a machine learning algorithm will perform well
with regards to the problem to solve (for instance, accuracy for classification).

3. Model Selection: the data scientist selects an algorithm to solve his problem. Each algo-
rithm comes with hyperparameters, i. e., parameters that do not belong to the model but
guide the learning process. Setting proper values for hyperparameters is thus of primary
importance for a machine learning algorithm to correctly learn from the data.

1https://prismlegal.com/legal-tech-market-sizing-and-opportunities/
2https://fantasyscotus.lexpredict.com/
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Figure 1: The machine learning workflow. Automation effort is made on the model step.

Usually, most of computational time is spent on selecting and tuning the algorithm while data
scientists spend up to 80% of their time on setting up the data pipeline [7]. The state-of-the-art
provides data scientists with semi-automated tools to help them to setup a good data pipeline. For the
model selection phase, meta-optimizers are capable to automatically select an algorithm and tune the
model without human intervention but at the price of a large computational time overhead. Notice
that those state-of-the-art techniques are far from being widely adopted due to the computational and
expertise requirement: hyperparameter tuning is sometimes not even done [8]!

It is then necessary to develop techniques to lower the expertise and human intervention required to
setup a full end-to-end machine learning workflow without increasing drastically the computational
time. Otherwise, the cost of adopting machine learning solutions will remain higher than maintaining
less efficient processes already in place, especially in domains traditionally far from technical
environments such as the legal domain.

To summarize, this doctoral project focuses on creating a fully automated (aka end-to-end) approach
to classification in order to widespread the adoption of machine learning solutions. While the domain
of applications of classification is potentially unlimited, we chose to focus on the prediction of justice
decisions for the challenges the field offers and the little research interest the field received so far.

2 Solution proposed

In this doctoral project, we propose an alternative approach to the machine learning workflow as
illustrated by Figure 2.

Figure 2: The modified machine learning workflow proposed as a solution to the end-to-end classifi-
cation problem.

As said before, most of computational time is spent on selecting and tuning the algorithm while most
of data scientists time is spent on setting up data pipelines. There is a growing consensus on the fact
that data are more important than algorithms since a good machine learning algorithm is capable
of learning almost any function [10]. Those two remarks lead us to the following solution for an
end-to-end machine learning:
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∙ Model Selection: if an algorithm is generic enough to work with any type of data and learn
fairly complex functions while having few or no hyperparameters, we could reduce the
computational time needed during the Model Selection phase without increasing the need
for human expertise. This time could be spent on the Data pipelines contruction phase.

∙ Data Pipeline: as Data pipeline construction can be formulated as a (black-box) optimiza-
tion problem, the meta-optimizers usually used for Model Selection can be reused to solve
the problem automatically and with minimal human expertise.

As a result, the human expertise needed to transform the data and create a classification model would
be minimal while the required computational time would not change or even decrease.

The main problem with the proposed workflow is that the shape of the data processed by the data
pipeline is not know a priori and might evolve during the process. This is a problem because not all
machine learning algorithms can handle every type of data. In particular, some algorithms work only
with numerical data or continuous values, some cannot work with missing values or are sensitive to
outliers.

Therefore, we developed a novel method for classification that works for any unstructured spaces. In
other words, the algorithms accept any type of data representation. It accepts an arbitrary combination
of different sources of data. The concrete representation of features does not influence the model. The
algorithm is not sensitive to outliers and can deal with missing values. On top of that, the algorithm
has few hyperparameters with little sensitivity and provide easy-to-understand explanations for each
decision such that it requires minimal expertise to use and understand.

3 Contributions

State-of-the-art on data sciences techniques for the legal domain has been developped [23] and they
guided the development of all the contributions of this project. The contributions of this doctoral
project concern each of the three steps described on the machine learning workflow shown in Figures
1 and 2:

∙ Data Collection: due to the lack of data science resource about the legal domain, especially
in Europe, a part of this doctoral project has been dedicated to collect and sanitize exhaustive
data from various sources on the European Court of Human Rights to create quality datasets
for the data science et machine learning community [25]. This contribution is presented in
Section 3.1.

∙ Data Pipeline: a generic approach to automatically construct and optimize data pipelines
using standard metaoptimization techniques is proposed and validated experimentally in [27].
This contribution is presented in Section 3.2.

∙ Model Selection: a new generic mathematical framework for classification in unstructured
space called Hypergraph Case-Based Reasoning is developed in [24, 26]. This contribution
is presented in Section 3.3.

3.1 European Court of Human Rights Open Data

To be able to apply our contributions to the legal domain, we needed to create datasets using real-life
data. The European Court of Human Rights publishes all documents related to cases in natural
language. This court is very important for all Europeans and provides over 50k decisions. From the
available judgement documents, we extracted standard descriptive features (very structured database
with several columns like dates, parties, court members, article in discussion) and complex bag-of-
words representation from the court judgments (structured by paragraphs), including entity matching
using IBM Watson Services (semi-structured representation). The data transformation, integration,
and cleaning processes are described in Figure 3.

For now, the project provides 13 datasets for three versions of the classification problem: binary
classification, multiclass and multilabel classification. The datasets are exhaustive (for english
language) with over 11 thousands entries. Each dataset comes in three flavors: descriptive features
only, textual features only and a combination of both. The datasets are available at:

∙ main website: https://echr-opendata.eu/

3

https://echr-opendata.eu/


Figure 3: The ETL process to retrieve and sanitize the data, from HUDOC database to the final
curated datasets.

∙ download mirror: https://osf.io/52rhg/

The purpose of this work is twofold. First, we expect it to draw the attention of researchers on a very
important subject for society that offers new challenges to the Machine Learning community. Second,
large and open datasets base on real-life data is relatively rare. Indeed, people tend not to share their
data and/or keep reusing small synthetic datasets that are not reflecting the real-life difficulties.

The European Court of Human Rights Open Data project is guided by three core values: reusability,
quality, and availability. To reach these objectives,

∙ each version of the datasets is carefully versioned and publicly available, including the
intermediate files,

∙ the integrality of the process and files produced are carefully documented,

∙ the scripts to retrieve the raw documents and to build the datasets from scratch are open-
source and carefully versioned to maximize reproducibility and trust,

∙ no data is manipulated by hand at any stage of the creation process.

To test the predictive power of those datasets, we performed the first experiments on all datasets and
for each flavor. We compared 13 standard machine learning algorithms for classification with regards
to several performance metrics. The results are consistently good across the binary datasets with an
accuracy comprised between 75.86% and 98.32% for an average accuracy of 96.45%.

Those results provide a baseline for future studies and provide some insights about the interest of
some types of features to predict justice decisions. Notably, as for previous studies, we found that
textual features contain interesting elements to predict the (binary) outcome. However, for the first
time, we showed that they are not as good as purely descriptive features to determine what article a
given case is about, such that, for real-life predictive systems, the methodology of previous studies
might not be the best.

3.2 Automated Data Pipeline Construction and Optimization

In this doctoral project, we proposed, to the best of our knowledge, the first generic way to auto-
matically build and configure data pipeline to prepare data for any machine learning algorithm. We
proposed a modified workflow is shown in Figure 4.

4

https://osf.io/52rhg/


Figure 4: The workflow to automate the data pipeline construction. The main idea is to reuse standard
metaoptimizer with a feedback provided by the model performance.

1. We showed that the impact of data pipeline configuration on the classification accuracy is
huge in comparison to the impact of hyperparameter and model selection.

2. We defined the Data Pipeline Selection and Optimization (DPSO) problem by analogy with
the CASH problem (see Section 5) for Algorithm selection and Hyperparameter tuning.

3. We showed that the data pipelines can be built and configured automatically using existing
meta-optimizers, even with a restricted computational or time budget.

In order to show the potential of the approach, we defined a light grammar to define high level
pipelines (called pipeline prototype) represented as graphs. Each node can be instantiated with
several operators (e. g., . PCA), each of them having its own set of parameters (e. g., number of
components in a PCA). The end user does not need to know anything about these operators.

To evaluate this approach, we designed an experiment where we defined a 3 steps pipeline prototype,
as illustrated in Figure 5, for a total of 4750 possible pipeline configurations. The first step consisted
in rebalancing the dataset, the second step in normalizing data, and the third step in performing a
feature selection. The interations of the meta-optimizer were limited to 100 different pipelines. The
experiments were performed on three benchmark datasets, i.e., Wine3, Iris4, and Breast5. To these
datasets we applied the four following classification algorithms, namely: SVM, Random Forest,
Neural Network, and Decision Tree. A 10-fold cross-validation was used to assess the performance
of the constructed pipelines.

Figure 5: The pipeline prototype used in the experiments: reblance the dataset, normalize the input
vectors, and then perform a feature selection.

The results for Random Forest on Breast data are shown in Figure 6. On the left, the yellow
distribution of configurations explored by the algorithm is skewed towards higher accuracy, indicating
our approach statistically creates good pipelines. On the right, it shows that the algorithm is really
fast at finding a pipeline that performs almost the best within the search space.

3https://archive.ics.uci.edu/ml/datasets/wine
4http://archive.ics.uci.edu/ml/datasets/Iris
5http://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Original)
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Figure 6: Example of results for Random Forest on Breast. The meta-optimizer is more likely to
sample high-accuracy configurations.

In average, for all datasets and methods, with only 20 pipelines constructed (0.42% of the search
space), the automated process was able to decrease the error by 58.16% compared to the baseline
and reached 98.92% score in the normalized score space.

3.3 Hypergraph Case-Based Reasoning

As the third component of the proposed workflow (cf. Figure 4) we developed a new supervised
algorithm for classification called Hypergraph Case-Based Reasoning (HCBR) [24,26]. As suggested
by the name, it represents a training set as a hypergraph and uses the partition induced by the sub-
hypergraphs to estimate, for a given subset of features, the support toward a specific class.

∙ It has been shown to perform as good as the state-of-art methods on some well-known
datasets and unstructured datasets.

∙ It performs in general better than the reference study [1] on predicting the European Court
of Human Rights decisions.

∙ It has been shown to be the most robust algorithm, i. e., performing well on average without
expertise about data science, in comparison with 9 other methods.

The method offers several interesting properties, not only useful for the application to the legal
domain. In particular, the model space and data representation as hypergraph provide a convenient
way to explain each decision separately based on the interactions with past decisions (e.g. seen
as “counter-examples” or “analogies” in case of a trial, like in Case-Based Reasoning systems).
Additionally, the sensitivity to hyperparameters is negligable s.t. time-consumming tuning is not
mandatory for the end-user. The hyperparameters can also be used to control the risk associated to
the prediction, which is more aligned with business needs (e.g. a judge prefers to take less risk to
have false positives i. e., sending an innocent to jail, while a doctor prefers to take less risk to have
false negatives i. e., not detecting a cancer). Last but not least, HCBR does not assume any metric
on the feature space, is not impacted by the feature representation and can work with incomplete or
unstructured datasets.

For the experiments, a fast, scalable and open-source6 modern C++ implementation of the different
versions of HCBR has been developed.

4 Work-in-progress

The main remaining step for this doctoral study to be complete is a paper using the three contributions
described in the previous section. This work will test the end-to-end approach that consists in the
automated data pipeline construction followed by HCBR as classification algorithm, on the European
Court of Human Rights datasets. The results will be compared to the baseline study from [25] and
some variations using other machine learning algorithms.

The rest of the project will focus on consolidating existing work by investigating the axis of develope-
ment as follows:

6https://github.com/aquemy/HCBR
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∙ Model: in [24, 26] we showed model space limitations (i. e., how complex are the functions
the model can learn) and some model space extensions were proposed for further work.
Also, we mostly studied binary classification but we would like to extend the method to
multiclass classification.

∙ Data Pipeline: additional experiments on larger datasets with larger pipelines needs to
be performed. In addition, we plan to explore the possibility to define a metric between
pipelines, which would enable to leverage gradient-based algorithms, often more performant
than black-box algorithms.

∙ Datasets: the primary results obtained on the datasets were done without spending much
time on feature engineering and hyperparameter tuning. We plan to investigate how to
improve the prediction performances.

5 Related work

5.1 AutoML and end-to-end ML

What is traditionally called AutoML or end-to-end machine learning focuses in reality on the
Combined Algorithm Selection and Hyperparameter optimization (CASH) problem [13,18]. It totally
neglects the importance of data pipelines on the final results [9]. Among the techniques to solve
CASH, the bayesian black-box optimization is the most widely used techniques. Called Sequential
Model-Based Optimization [15], this framework can be instantiated in many ways, using Random
Forest [15], Tree-Parzen Estimator [5] or Gaussian regression [21] to name few.

Concerning data pipeline and preprocessing, most approaches are semi-automated tools to guide the
data scientists. However, recently some different (almost) fully automated approaches have been
proposed.

In [22], guidelines are used to verify the quality of preprocessed data in continuous machine learning,
i. e., machine learning models in production and receiving continuously new training data. Recently,
a method using meta-features to estimate the impact of preprocessing operators on model accuracy
has been proposed [6]. This approach constructs a latent space using meta-features (e. g., number of
classes or attributes, entropy, noise to signal ratio) in which any dataset can be represented. A meta-
learner is trained over several different datasets obtained from different raw data and data pipeline.
The meta-model is thus able to predict the influence of data pipeline operators on new datasets without
training the model and evaluating it using for example cross-validation. Finally, another approach
consists in asking user to provide feedback on data quality to optimize pipelines [17].

Deep Learning is a family of techniques based on stacking layers of neurons whose weights are
adjusted using gradient back-propagation [19]. It represents the state-of-the-art in classification in
multiple domains [30]: vision, audio and natural language processing to name few. When input data
can be expressed in metric space, Deep Learning is an end-to-end approach because it learns the
representation itself, without any data pipeline. However, if the data are non-numerical or cannot
easily be expressed as numerical, Deep Learning cannot be applied directly, and thus is not end-to-end.
The core problem is the need for a metric in the space of features. On top of that, finding the proper
neural architecture requires a lot of expertise, the results are highly dependant on hyperparameters
and is expensive with regards to computational time.

Metric learning is concerned with learning a proper metric such that data can be correctly compared
or classified [4, 31]. Choosing an appropriate pairwise metric to measure distance between two
points is crucial in the success of classification algorithms [11]. Learning a metric consists in
finding a projection 𝑓 from an initial space to a Euclidian space, s.t. for any elements x and x′,
𝑑(x,x′) = ||𝑓(x) − 𝑓(x′)||. The metric should reflect a semantic difference between objects.
Suprisingly enough, most metric learning methods assume that the data are initially represented in a
vector space, which, once again, might not be suitable for plenty of problems where data can take
several forms. HCBR, proposed in this doctoral project, can be seen as a metric learning method for
non-metric input spaces, allowing fully end-to-end machine learning workflow.
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5.2 Justice domain

Predicting justice decision is challenging by itself, even for the best legal experts: for the Supreme
Court of the United States (SCOTUS), 58% accuracy has been reached in [29]. Using crowds, the
Fantasy Scotus7 project reached 84,85% correct predictions. No similar results exist in Europe at the
exception of a study on a small dataset [1].

In general, the previous approaches can be broken down into three groups, namely: the statistical
models, the case-based reasoning (CBR) and the abstract argumentation (AA). If the statistical
methods provide interesting results for the prediction problem [14, 16, 20, 29], they cannot handle
the justification problem. On the opposite, CBRs [2] do not integrate non-legal factors and thus are
unable to handle the prediction problem while they provide justification to their decisions. In AA,
two kinds of opposed approaches emerged: a positive one that intends to model real-life decision
processes [3], and a normative one that tries to elaborate methods to select among the best alternatives
and discuss arguments [12]. The first approach may handle the prediction problem and the second
one the justification problem. They both heavily rely on expert knowledge to construct the so-called
“arguments”, which limit the applicability of AA. For a more comprehensive view on the state-of-art,
we refer the reader to [23], and in particular to Table 1. The Hypergraph Case-Based Reasoning
method developed in this doctoral project tries to take the advantages of statistical methods, CBR and
Argumentation Frameworks, without the drawbacks.
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